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Supervised Learning
§ Relies on large amounts of data

§ “labeled” data needed

§ Generalization problems

§ Adversarial Attacks

1. Limitations in supervised learning

Source: https://cs.stanford.edu/people/karpathy

ImageNet – 14 Million Labelled Images

Su, Jiawei, et al. ‘One Pixel Attack for Fooling Deep Neural Networks’. IEEE Transactions on Evolutionary Computation,.

https://cs.stanford.edu/people/karpathy


ü Orders of magnitude more data

ü Get labels for free

ü Idea already widely used in NLP (Eg. BERT)

Progress in terms of ,
§ Non-contrastive methods (image in-painting, colorization, rotation prediction)

§ Contrastive methods (MoCo, SimCLR, ReLIC.. ) 📈

2. Towards self-supervised learning

Towards self-supervised learning



2. Towards self-supervised learning

Generally has two steps,

§ Pretext/Proxy task
• Used to learn visual representation, with the goal of using it in the real task

§ Real (downstream) task.
• Classification
• Detection task
• With insufficient annotated data samples.

SSL in computer vision



2. Towards self-supervised learning

Pretext Task/Proxy Task

• Non-Contrastive Approaches
• Generate a pseudo-label �́� from part of the input data itself

§ Only few labels could be there

• Contrastive Approaches
• Learn a discriminative model on multiple input pairs



Contrastive Learning



Contrastive Learning

Chen, Ting, et al. ‘A Simple Framework for Contrastive Learning of Visual Representations’. ArXiv:2002.05709 [Cs, Stat], June 2020. arXiv.org, 
http://arxiv.org/abs/2002.05709.

2. Towards self-supervised learning -> Contrastive Learning
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2. Towards self-supervised learning -> Contrastive Learning

Chen, Ting, et al. ‘A Simple Framework for Contrastive Learning of Visual Representations’. ArXiv:2002.05709 [Cs, Stat], June 2020. arXiv.org, 
http://arxiv.org/abs/2002.05709.

Pretext Task/Proxy Task



3. Recent progress in self-supervised learning

Progress in self-supervised learning

80 ˟ Supervised

SwAV

SwAV (5x)

Chen, Ting, et al. ‘A Simple Framework for Contrastive 
Learning of Visual Representations’. ArXiv:2002.05709 
[Cs, Stat], June 2020.



Representation learning via Invariant 
Causal Mechanisms  (ReLIC)
Authors: Jovana Mitrovic, Brian McWilliams, Jacob Walker, Lars Buesing, 
Charles Blundell

3. Recent progress in self-supervised learning



💭 How to learn useful representations, when we don’t have 
access to labels? 

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.

Approach : 

First understand what needs to be learnt, then how to learnt it  

Motivating Problem



𝑋 – Unlabeled data

𝓎 = 𝑌# #$%
&

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.

Notations

Set of downstream 
tasks

targets for task t



Assumptions on data generation

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.

1. Data (𝑋) = Style (𝑆) + Content (𝐶)

2. Content is only what matters for 
downstream tasks

3. 𝑆 and 𝐶 are independent

What needs to be learnt? 

⟶ Content 💡



Formalize, 

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.

Performing interventions on S does not change the conditional 
distribution 𝑃 𝑌# 𝐶)

𝑝'( )$*! 𝑌# 𝐶) = 𝑝'( )$*" 𝑌# 𝐶) ∀ 𝑠+ , 𝑠, ∈ 𝑆

𝑝!" #$% ← denotes the distribution arising from assigning S the value s



Few things to think about .. 

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.

§ The targets of the downstream tasks (𝑌#) are unknown

§ We don’t have access to 𝑆

§ Construct a proxy task 𝑌#

§ Use content preserving style augmentations - 𝑎$
(rotations, grayscaling, translation, cropping)
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§ Construct a proxy task 𝑌#

§ Use content preserving style augmentations - 𝑎$
(rotations, grayscaling, translation, cropping)

Towards ReLIC Objective, 

𝑝'( )$*! 𝑌# 𝐶) = 𝑝'( )$*" 𝑌# 𝐶) ∀ 𝑠+ , 𝑠, ∈ 𝑆
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§ Construct a proxy task 𝑌#

§ Use content preserving style augmentations - 𝑎$
(rotations, grayscaling, translation, cropping)

Towards ReLIC Objective, 

𝑝'( )$*! 𝑌# ) = 𝑝'( )$*" 𝑌# ) ∀ 𝑠+ , 𝑠, ∈ 𝑆
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§ Construct a proxy task 𝑌#

§ Use content preserving style augmentations - 𝑎$
(rotations, grayscaling, translation, cropping)

Towards ReLIC Objective, 

𝑝'( )$*! 𝑌# 𝑓 𝑥 ) = 𝑝'( )$*" 𝑌# 𝑓(𝑥)) ∀ 𝑠+ , 𝑠, ∈ 𝑆



Representation learning via Invariant Causal Mechanisms by Mitrovic et al.

§ Construct a proxy task 𝑌#

§ Use content preserving style augmentations - 𝑎$
(rotations, grayscaling, translation, cropping)

Towards ReLIC Objective, 

𝑝'( )$*! 𝑌- 𝑓 𝑥 ) = 𝑝'( )$*" 𝑌- 𝑓(𝑥)) ∀ 𝑠+ , 𝑠, ∈ 𝑆
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§ Construct a proxy task 𝑌#

§ Use content preserving style augmentations - 𝑎$
(rotations, grayscaling, translation, cropping)

Towards ReLIC Objective, 

𝑝'( )$.! 𝑌- 𝑓 𝑥 ) = 𝑝'( )$." 𝑌- 𝑓(𝑥)) ∀ 𝑎+ , 𝑎, ∈ 𝑆
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ReLIC Objective, 

𝑝'( )$.! 𝑌- 𝑓 𝑥 ) = 𝑝'( )$." 𝑌- 𝑓(𝑥)) ∀ 𝑎+ , 𝑎, ∈ 𝑆
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Enforcing the ReLIC Objective as a regularizer

𝑝'( )$.! 𝑌- 𝑓 𝑥 ) = 𝑝'( )$." 𝑌- 𝑓(𝑥)) ∀ 𝑎+ , 𝑎, ∈ 𝑆
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• 𝑎&' ∈ 𝒜×𝒜
• α the weighting of the invariance penalty
• 𝑀 the number of points we use to construct the contrast set 

Minimize the following objective, over 𝑥! ∈ 𝒟,

𝑝!" #$(!" 𝑌) = 𝑗 𝑓 𝑥* ),
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Enforcing the ReLIC Objective as a regularizer
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ResNet – 50
𝑓 .

ResNet – 50
𝑓 .

MLP 
g(. )

MLP 
g(. )

𝜙 𝑓 𝑥! , ℎ 𝑥" = < 𝑔(𝑓 𝑥! ), 𝑔(ℎ 𝑥" ) >

2048 128

Constrained to have unit 𝑙! norm

(Dot product, → Becomes cosine Similarity)



Linear Evaluation on Image Net

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.



Robustness
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Out-of-distribution generalization

Representation learning via Invariant Causal Mechanisms by Mitrovic et al.



Summary 
• Formalize problem of self-supervised representation learning using causality and 

propose to more effectively leverage data augmentations through invariant prediction.

• New self-supervised objective, REpresentation Learning with Invariance Causal 
mechanisms (RELIC), that enforces invariant prediction through an explicit regularizer
and show improved generalization guarantees.

• Generalize contrastive learning using refinements and show that learning on 
refinements is a sufficient condition for learning useful representations; this provides an 
alternative explanation to MI for the success of contrastive methods





Useful Reading
• Self-Supervised Representation Learning (lilianweng.github.io)

• Self-supervised learning: The dark matter of intelligence (facebook.com)

• Le-Khac, Phuc H., et al. ‘Contrastive Representation Learning: A Framework and 
Review’. IEEE Access, vol. 8, 2020, pp. 193907–34.

https://lilianweng.github.io/lil-log/2019/11/10/self-supervised-learning.html
https://ai.facebook.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/


Architecture


